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Grid computing
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The Lattice Project: resource characterization

Compute clusterCondor pool BOINC pool

HPC resourcesHTC resources

HTC = high throughput computing HPC = high performance computing



The Lattice Project: resource characterization

Compute clusterCondor pool BOINC pool

DedicatedShared

shared = resources usually have interactive users dedicated = resources dedicated to processing



The Lattice Project: resource characterization

Compute clusterCondor pool BOINC pool

VolunteerInstitutional

institutional = resources belong to an institution dedicated = resources volunteered by the public



The Lattice Project: resource characterization

Compute clusterCondor pool BOINC pool

UntrustedTrusted

trusted = results need not be verified untrusted = results need verification



The Lattice Project: resource characterization

Compute clusterCondor pool BOINC pool

UnreliableReliable

reliable = resources are stable and accounted for unreliable = resources are dynamic and unpredictable



Models of Grid computing

• SERVICE MODEL — a heavyweight, feature-rich model focused on providing 
access to institutional resources and robust job submission capabilities and 
security features

• Well known Service Grids include TeraGrid, Open Science Grid, and EGEE

• DESKTOP MODEL — scavenges cycles from idle desktop computers, which are 
volunteered by the general public

• The combined power of hundreds of thousands of desktop computers 
represents a substantial, readily available resource

• The most widely used software for tapping this resource is BOINC



• The first Grid system to effectively combine a Service Grid (using Globus 
software) and a Desktop Grid (using BOINC software)

• Aimed at sharing computational resources between academic institutions, 
particularly those in the University System of Maryland

• Focused on enabling large-scale computation, especially for problems in the 
life sciences

• Development began in 2003 — since then, many different researchers have 
used the system, racking up over 20,000 CPU years of computation 
(measured in wall clock time)



The Lattice Project: architecture

Condor Central Manager Condor Compute Nodes



The Lattice Project: resources

• Quick facts about resources:

• We support three major platforms: Linux (both PowerPC and Intel-based), 
Windows, and Mac (both PowerPC and Intel-based)

• Four different institutions are currently tied in to the Grid: UMCP, Bowie State 
University, Coppin State University, and the Smithsonian NMNH

• We currently have four Condor pools, four dedicated clusters, and a BOINC 
project with a steady number of participants

• We currently have a total of 4000-5000 CPUs



The Lattice Project: resources
http://lattice.umiacs.umd.edu/resources/

http://boinc.umiacs.umd.edu
http://boinc.umiacs.umd.edu


The Lattice BOINC Project
http://boinc.umiacs.umd.edu/

http://boinc.umiacs.umd.edu
http://boinc.umiacs.umd.edu


BOINC as part of a Grid computing system

• The Lattice BOINC Project is part of a Grid computing system that also 
incorporates traditional computing clusters and Condor pools

• How it works: a job with a generic description is submitted by a Grid user, 
which is transformed into either a BOINC workunit, a PBS submit file, or a 
Condor submit file by the Globus GRAM service

• As a consequence of being hooked up to a general-purpose Grid computing 
system, our project runs many different types of applications

• As a result, we have had to work harder to manage volunteer expectations 
since we do not have an endless supply of work and the applications (and 
workunits within an application) are highly variable



The Lattice BOINC Project: research

• Phylogenetic analysis – GARLI

• Protein sequence comparison – HMMPfam

• Conservation network design – MARXAN



Grid, Public, and GPU Computing 
for the Tree of Life

• A multi-year NSF award to build an advanced computational system for 
phylogenetic analysis

• Leverages the Grid system (and hence the Lattice BOINC Project)

• Provides for improving the performance of popular phylogenetic analysis 
programs (GARLI) using GPGPU frameworks such as OpenCL and CUDA

• The BOINC pool is our greatest potential source of modern GPUs

• Provides for the construction of a web portal interface to facilitate easy and 
efficient job submission, monitoring, and post-processing



GARLI

• Genetic Algorithm for Rapid Likelihood Inference

• Makes maximum likelihood phylogenetic searches feasible for large datasets

• Avoids calculating the exact “maximized likelihood” for each topology

• Gradually and independently optimizes tree topology, branch lengths, and 
model parameters









• GPUs are inexpensive, dedicated numerical processors originally designed 
for rendering 3D computer graphics

• GPUs contain 100s of processing cores on a single chip

• Each core carries out the same operations in parallel on different input data 
– single program, multiple data (SPMD) paradigm

• Extremely high arithmetic intensity if one can transfer the data onto and 
results off of the processors efficiently

GPUs: background



GPUs: background

• general-purpose computing on GPUs
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The Lattice BOINC Project: hosts by country

period of January 1st to August 23rd, 2010; total of 15081 hosts (5750 GPU-enabled); created on Many Eyes © IBM
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The Lattice BOINC Project: GPU models

period of January 1st to August 23rd, 2010; total of 5750 GPUs; created on Many Eyes © IBM



GARLI-GPU: speedups

1568 hosts (271 GPU-enabled); test from 2009

CPU + GPU hosts
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GARLI on BOINC: challenges and future work

• Checkpointing
 - GARLI only checkpoints in certain phases

• Progress bar updating
 - due to the stochastic GA and flexible stopping conditions, it can be difficult to   
    ascertain progress

• Runtime estimates
 - providing accurate runtime estimates a priori is important for a variety of reasons;
    has been difficult to do so because of the high variance in types of workunits
    solution: machine learning with random forest to estimate runtimes in advance

• Long jobs, short pieces
 - if we could break up workunits into shorter, even-length pieces, we could give our
   volunteers a more consistent experience, and would probably increase throughput
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More information

•                               http://lattice.umiacs.umd.edu/
                              http://boinc.umiacs.umd.edu/

•  Contacts: 
 - Adam Bazinet (pknut777@umiacs.umd.edu)
 - Michael Cummings (mike@umiacs.umd.edu)
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